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Photochemical Kinetics of Vibrationally Excited Ozone Produced in the 248 nm Photolysis
of O,/O3 Mixtures
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Infrared emission from vibrationally excited ozone was monitored as a function of time following pulsed
laser photolysis of €O, mixtures with total pressures from 300 to 1800 Torr at 295 K. The emission data
obtained at 9.6im were analyzed by nonlinear least squares and by constryétsgfaces. The results are
entirely consistent with a conventional mechanism that includes the following reactions: {tah®—

O(D) + Oy(atA); (1b) O; + hv — OCP) + Oy; (2a) O¢D) + O, — OCP) + Ox(*=4"); (2b) O¢D) + O, —

OCP) + Oy (3) OCP) + Oz + O, — O3(v) + Oy; (4) Os(v) + O, — O3 + Oy; (5a) Q(129+) + 03— 0+

O, + Oy (5b) O(*Zg™) + O3 — O3(v) + Oy (6) Ox(*=4") + O, — O, + O,. There is no evidence for
participation by ozone excited electronic states, but the reaction time scales are not well separated, leading
to complexities in the analysis. The measured rate conskaiftso) = (6.04 1.1) x 103* cmf st andks

(+0) = (2.264+ 0.15) x 10 cn? st are in good agreement with literature values. The phenomenological
rate constank, (o) = (1.2 £ 0.2) x 10 ' cm? s 1 is consistent with a model for vibrational deactivation.
The measured value for the ratigk,d/(kik;) = 0.86+ 0.13 is combined with a literature value flor/k; to

give an improved estimate fde/k, = 0.95 (0.05/0.13).

Introduction (LTE). In the mesosphere and above70Q km), the collision
o frequency is much lower and spontaneous infrared emission

The ozone Hartley band, which is centered near 250 nm, andfrom the strong transitions in ozone competes successfully with
Huggins band, a long wavelength extension of the Hartley band, ¢jjisional deactivation and contributes to the infrared air giéw.
are responsible for shielding the earth’s surface from harmful gecayse in general the radiation temperature in the atmosphere
ultraviolet light. Ozone is formed by the ® O; recombination s ot equal to the local translational temperature, the resulting
reaction, which has been the subject of many stutfiesinder — gteady-state vibrational distribution is not equal to the Boltzmann
atmospheric conditions, this reaction is third-order, and excellent jisiripution and a state of “non-LTE” exist&-18 Non-LTE
agreement exists among the reported rate constants. Howevelinqences the energy budget of the upper atmosphere and it
the kinetics are more complex at higher pressures. For example afects the ability to use infrared emission observations from
recombination rate constants at about 400 Torrpfere found  satellites to extract information about the abundance of ozone
by previous researchérs to be considerably smaller than at 4 high altituded®-2
lower pressures, a behavior attributed to the participation of a A third motivation for the present work was to investigate
weakly bound electronic state ogQHippler etal’reported an o chemical kinetics of excited electronic states of The
anomalous pressure dependence in measurements that rang artley band photolysis of ozone producest)( which is
from 1 to 1000 bar of i Ar, and He. They attributed the quenched by @to produce Q(,*). This is the principal
anomaly to the participation Qf collisional .complexes and/or atmospheric source of £35,%).22 Emissions from OD) and
weakly bound ozone electronic states. Shi and Batkero 0(124") contribute to upper atmospheric air glow, which can
usegl _mfrared emission to monitor the reacu_on,_also found )0 opserved and interpreted to deduce species concentfations
deviations from third-order kinetics. One motivation for the .4 atmospheric dynamié&ln particular, the E,* — X35,~
present work was to identify the cause of the anomalous reactiony, 5 (the atmospheric band) can be used '?o deducg ozone
kinetics. concentrations, if the £'4%) production efficiency is known

A second motivation for the present work was to investigate for the energy transfer between 10 and Q. The most
the deactivation of vibrationally excited ozone;(@) produced  prominent emission (762 nm) in this same band system has often
via the O+ O, recombination reactioh"13 In the lower been used for laboratory studies of(&4") quenching?2
atmosphere, collisional activation and deactivation maintain a |, the present work, the production and loss G{\vp were
Boltzmann distribution characterized by the local translational jnyestigated at @pressures of up to 1800 Torr ob,@at T ~
temperature. This state of equilibrium characterized by the local 295 k) via time-resolved infrared fluorescence (IRF) monitored
temperature is termed “local thermodynamic equilibrium” ¢ wavelengths near 3.4, 4.7, and 96. These emissions
correspond to various vibrational transitions of thg(Wp

IDEDaﬂment 0][ Chemisgy- § vibrational intermediates. We show that the infrared emission
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Figure 1. Schematic of experimental apparatus.

earlief® was due to the effect of experimental noise on the INSB-1 were amplified again using a Tektronix model AM-
nonlinear least-squares analysis. We obtain only limited infor- 502 differential amplifier. The signals were sent to a digital
mation about the vibrational deactivation of(@, but we obtain oscilloscope (LeCroy 9400) where 5000 to 50 000 laser shots
an improved estimate of the branching ratio for production of were averaged per experiment. The time response of HCT-2
Oy(*Z4") in collisions of OfD) with O.. In the following was characterized (as described below) by using a silicon
sections, we present the experimental details, chemical mech-photodiode (Thorlabs DET 100) with a 10 ns rise time and a
anism, instrument response function, statistical analysis, andred light-emitting diode driven by a 50 MHz pulse generator

results, followed by discussion. (WaveTek model 801).
Infrared emission from the three bands was isolated by broad-
Experimental Section band interference filters, which also blocked stray laser light.

The 3.4um filter has a half width of~0.2 um with an average
transmittance of 85%. The 4/m filter is a 4 um long-pass
filter (~60% average transmittance), but due to the cutoff of
the InSb detector, only emission in the 485 um region was
captured by the detector. The U filter is a 9um long-pass

The experimental apparatus (Figure 1) consisted of a cell with
two light beams passing down the long axis, a detection system
for each beam, and an infrared detector perpendicular to the
cell. The cell was a well-passivated 48 cm long3.8 cm
diameter stainless steel tube fitted with Suprasil end windows

! =m0 . . - .
and a magnesium fluoride side window; two additional Suprasil Ilr:t:rg(- 120 {; ?\éeirggivgzns;mtﬁfggeg' /?f?:lg(,ateeTtISfIgSeo{:)Iytfllg
side windows were used occasionally for monitoring the ozone # g P y

concentration. Ozone-resistant silicone rubber O-rings were used” utoff by.the HgCdTe detector. Transmission spectra of a_II the
to seal the windows. The photolysis laser beam, which was infrared filters were measured by an FTIR spectrometer (Nicolet

directed down the long axis of the cell, was generated by a DX V4.56). ) )
Lumonics pulsed excimer laser (HyperEx-400) operating atthe ~1he 0xygen gas used in these experiments was 99.995% pure
KrF (248 nm) transition. The photolysis laser beam diameter With less than 1 ppm of pO (Air Products). Ozone was
was 1.5-2.5 cm and the pulse energy was80 mJ/pulse, as  Produced by a home-built silent ozonizer and was flowed
monitored with a calibrated volume-absorbing power meter through the cell at a volume flow rate of10 scc/sec. Tests
(Scientech model no. 380103). Typical pulse lengths were 10 showed that there was no measurable difference in experiments
20 ns and the pu|se repetition frequency was typ|ca||y-z_ﬂ with much hlgher or much lower flow rates. In some experi-
Hz. ments a cold trap was used on the gas inlet lines, but the results
Infrared fluorescence at wavelengths shorter thamm5vas were not affected by the use of the cold trap.
monitored perpendicular to the laser beam in real time by a  Total pressure in the cell was measured using a capacitance
liquid nitrogen cooled InSb semiconductor detector (InfraRed manometer (Baratron, 10000 Torr full scale). The ozone
Associates, Inc.) with a nominal response time-df5us. We concentration was monitored continuously by 253.7 nm light
designated this detector INSB-1. Infrared fluorescence at from a low-pressure mercury vapor pen lamp (Oriel) that was
wavelengths greater thars.5um was observed with either of ~ counter-propagated down the long axis of the cell at a small
two HgCdTe semiconductor detectors (Infrared Associates). Theangle to the laser beam. The attenuation of this light beam was
HgCdTe detector (4 mnx 4 mm) which we designate HCT-1 ~ monitored with a detection system consisting of a narrow-band
had a time response of2 us and was used only as part of the interference filter, followed by a 1/4 m monochromator (Jarrell-
wavelength survey. The second HgCdTe detector (model Ash) and photomultiplier (Hamamatsu). The photomultiplier
number HCT-50), which we designate HCT-2, had a much faster signal was amplified with a preamplifier (Tektronix AM502)
time response~0.5us, see below) and was used for the kinetics and recorded using a strip chart recorder. We estimate that the
measurements. The detector signals were amplified using ameasurement error of thes@oncentration is of the order of
matched preamplifier (Perry). Signals from detectors HCT-1 and +5%.
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In carrying out a typical experiment, the gas flow was Again, the first of these has much larger Einstein coefficients
established and the ozonizer was energized. After the ozonethan the other two. Emission in the 2:2.7 um region is likely
concentration had stabilized, the laser was operated and thedue to combination band transitions of highly vibrationally
infrared emission data were acquired and summed (for signal/excited Q(v).
noise improvement) using the digital oscilloscope. At the end A survey of the rates of production and loss was carried out
of the experimental run, the data were transferred to a computerat 3.4, 4.7, and 9.6m; some results obtained with the detector

and stored for subsequent analysis. HCT-2 are shown in Figure 2, where at least three time constants
are apparent in each IRF decay measurement. The rise time
Results and Data Analysis corresponds to the fastest process, the first decaying portion

o o ) o corresponds to the second fastest process, etc. In the survey

Identification of Emission Bands. Four infrared emission  experiments, the data were limited by the slow time response
features were observed previously in this laboratory froffvlD  of the detectors designated INSB and HCT-1, and the rise time
produced via the & O, recombination reaction: 9.6,4.7, 3.4, could not be obtained reliably. However, the first decaying
and 2.1-2.7 um. The 2.1-2.7 um emission is not considered  portion of the IRF could be obtained with sufficient accuracy
n the present WOfk because of its IOW IntenSIty. A f|ﬁh emission at each Wavelength to show that the rate Constaﬁggao are
band observed near 1.4 was hypothesized to originate from  similar at all three wavelengths (Figure 3). The data in Figure
an ozone-excited electronic state, but it was subsequently3 which have been published previou¥hare consistent with
identified by Fink et ab* as the collision-induced Noxon band  the hypothesis that all of these emissions originate fragv)O
b'Xy" — a'Ag transition in Q and is not associated with ozone.  Because the infrared detector designated HCT-2 has the fastest
Emissions in the range of-@8 um were reported by von  time response and therefore affects the data analysis least, only
Rosenberg and Traindf but we were not able to detect any the data obtained with HCT-2 at 9.6m were analyzed
emissions in this spectral region, despite extensive efforts. guantitatively, as described in the following sections.
Rawlins and Armstrong also were unable to observe emissions Chemical Mechanism.The following mechanism explains

in this region. Other spectroscopic studfeShave reported that 5/ of the 9.64m measurements obtained using detector HCT-
none of the ozone-excited electronic states is thermally acces-5.

sible in the recombination reaction.

The four infrared emission bands can all be attributed to AL 1
vibrationally excited @) intermediates formed in the @ Og + v = 0(D) + O,(a'A) (1a)
O, recombination reaction. The three vibrations of Kave . O(3P)+ 0 (1b)
frequencies of 1103, 701, and 1042 dnrespectivel\?’-28The 2
9.6um emission is part of the £asymmetric stretchvg) 1042 o('D) + 0,— OCP) + O,('=, ") (2a)
cm! fundamental and includes contributions from transitions ¢
of the following three types®-30 — o(3p) + 0, (2b)
9.6um: O(P)+ O, + O, — O4(v) + O, (3)
(Vi vovy) =~ (v vpvs— 1) O4(v) + 0,—~ O;+ O, (4)
(yvavg) = (y +1vyv5—2) 0,(%,) + 0;—~0+0,+0, (5a)
(vivav) = (v — 1w, v — O4(V) + O, (5b)
Most of the oscillator strength is associated with the asymmetric 02(129+) +0,—0,+0, (6)
stretch {3) and thus the first transition type is much stronger
than the other two. In the 4/m region, three types of {) where O, Q, and Q are in their ground electronic states
vibrational transitions are possible: (3P, X3=4~, and'A,, respectively) unless otherwise indicated.
] In the present system, ozone is the only significant absorber;
4.7um: absorption by @ at 248 nm is very small and can be
(y vy ve) = (v, — Lvy vy — 1) neglected!34 The photolysis of @is well known to proceed
by the two pathways in reaction 1 and the branching ratio is
(vy vy vg) = (Vv vy — 2) kidks = 0.914 0.03 at 248 nni® The O{D) produced in the
. 5 photodissociation reacts very quickly with the abundantAd
(1 vavg) = (v = 2v, 79 the lowest pressures reported here (300 Torr), the time constant

for loss of O{D) is  ~ 3 ns, based on the accepted value for
Only the first of these is important, however, because the other rate constank,.? This time constant is much shorter than the
two transition types have very small Einstein coefficiefits. infrared detector response and, for the purpose of data analysis,

Similarly, three types of transitions are possible in the8 is assumed to be instantaneous. One of our objectives is the

region: measurement of the branching ratio for reaction 2, which is not
known with great accuracy.

3.4um: Reaction 3 is well known from experimental studies at low

(v, v, v5) — (v, v, v5 — 3) pressuré:? At pressures of the orde_rr of several hundred bar, 2
orders of magnitude greater than in the present work, the rate
vy vovy) = (v — Lv,v3— 2) constanks exhibits falloff behavior that may signal the effects
of the energy transfer mechanism and/or the presence of ozone
(v v — (v — 2v,v3— 1) excited electronic statés.
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Figure 2. Representative experimental data obtained ap@6with detector HCT-2). The solid lines are from the glopaknalysis described
in the text.
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5 105 ‘ ‘ } agreement with previous work. Tlke/ks branching ratio is not
o as well known, but the present experiment is not sensitive to
4 105 L ° 3.4 um o 1 this quantity, as is shown below.
v A7 um Do This is the conventional mechanism for this chemical system.
- s L 96um 24 o Although it was concluded by Shi and Bark&that excited
@ 3107 . ok ] electronic states of ozone are produced in this system, we have
> o AP used a faster infrared detector in the present work and have
£§210°¢ N 1 found that the conventional mechanism describes the results
-~ . g‘ accurately without the need for invoking participation by ozone-
1105 L . Y b excited electronic states.
g® & An analytical solution for the time-dependent concentration
0 10° [omms ¥ N , . , . of Os(v) was obtained by adopting the pseudo-first-order
0 200 400 600 800 1000 1200 approximation and assuming the @d G concentrations do
O, Partial Pressure (Torr) not change with time. For £ this assumption is excellent,

) ) ) because [g]o > [O3]o. For Gs, this assumption is less accurate,
Figure 3. Survey of decay rate constatté® obtained with detectors because 510% of the ozone was photodissociated initially in
INSB and HCT-1 at three wavelengths. . . S .

the experiments. The ozone concentration variation is most
Reaction 4 represents the deactivation of vibrationally excited relevant to reaction 5, which, however, has a very long time

ozone, Q(v), while neglecting the details of the process. There constant (due to the use of lows@oncentrations). The long
are more than 250 bound vibrational states of &nd the time constant allows the ozone concentration ample time to

recombination reaction produces(@ in an unknown initial ~ recover following the laser pulse and thus the fluctuationdn O
distribution. The actual process of vibrational deactivation concentration has little effect. The analytical expression for
requires many collisions and is extremely complEx3.36 [O3(v)] was obtained by solving the differential equations

Fortunately, a single phenomenological bimolecular rate constant(subject to the approximations described above) and can be
representing vibrational deactivation is sufficient for present written conveniently as follows:
purposes, because most of the vibrational deactivation is very

rapid compared to a bottleneck low on the vibrational energy ks[oz]g[o] ot 8

ladder37-39 [04(V)] = {exp(ks[O,]5) —
Reactions 5 and 6 are the routes by which(*®;") is Ky[Ozlo — Ks[Oslo

quenched. From measurements carried out by monitoring the Ksp[O3lo[O5*1 o — B

forbidden BE,*— X354~ transition of Q at 762 nm, the rate exp(—k,[Ogot)} + k[0, — a {exp(-at) -

constants are reasonably well know#¥4In the present work,
a new independent measuremenkis reported that is in good expk,O,lct)} (7a)
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where Q* designates @'=g*). producing the corresponding average valuaef 2.25 x 10°
s~ with a maximum variation of 10%. For each individual
o = Ke[O4] + k[O,l (7b) experimental run in the following data analysis, we used the
value for parametea that corresponded to the initial intensity
— Kseks[MI[O 510[O51o[O2"] 0 (7¢) and neglected the weak detector nonlinearity when carrying out
ke[Osl, + ke[O,], — k3[02]§ the convolution. Although not perfect, eq 9 gives a better
representation than a single exponential and its convenient
Note that each exponential term can be written: Laplace transform facilitates data analysis. As shown below,
the rate constants derived from this work by using this procedure
T = Bexp[—ki] (8) are in good agreement with literature values, showing that the
weak nonlinearity does not pose a significant problem.
whereB is independent of time anklis a pseudo-first-order Each exponentia| term that appears in the expression fﬁr [O
rate constant. ()] (eq 7) can be convoluted with(t), which, as mentioned

There are three time constants associated with the expressiorihove, has a convenient Laplace transform:
for [O3(v)] and with the experimental data, and four processes
are responsible: the recombination reaction 3, the vibrational — (Y _ _ [t Rakt=T) p ar—A)2
deactivation reaction 4, and reactions 5 and 6 for loss sf O © L/; ft=7) o) dw j(; Be Ae dr (10a)
(*=4%), and the instrument response. Before it is possible to use J 12
these expressions for analyzing the data, it is necessary tol(t) =ABZ—ex;{—k(t— Ay) +—2] X
consider the effects of a fourth time constant: the instrument a 4a

response function. k k

Instrument Response Function.The time response of the {erl{ﬁl N er'{% —(t- Air)]} (10b)
HgCdTe semiconductor detectgpreamplifier (HCT-2) used . ) ) o
in this work is only moderately fast, depends somewhat on signalWhere I(t) is the time-dependent IRF intensitj\ is the
amplitude, and is nonexponential. Because the HCT-2 time proportlonall_ty factor which rela_tes the m_easured IRF |n_ten5|ty
response is only moderately fast, the frequency of the detected!® [O3(V)], B is the preexponential factok,is the pseudo-first-
signals is somewhat limited and deconvolution of the detector Order rate constant for the reaction, erf(x) is the error function
response becomes necessary. The HCT-2 was characterized b{yith argumentx, and the other constants and variables are as
measuring the detector response to “square wave” light pulses.défined above. The resulting expression is rather messy, but

Light pulses were generated using a fast square wave voltageef"‘s"y computed, and it incorporates the full chemical mecha-
pulse generator to drive a red light-emitting diode (LED). Nism and the effects of instrument response.
Detector HCT-2 is sensitive to a broad range of wavelengths ~ Statistical Analysis of 9.6um Data. Using detector HCT-2
from the visible to beyond 1@m and thus could detect the at 9.6um, we carried out 43 experiments at room temperature
LED emission. The light pulse emitted by the LED was (295 K) over the range of pressures from 300 to 1800 Torr.
monitored using a silicon photodiode detector (PDD) that has 1he data analysis of the three time constants apparent in Figure
a 10 ns rise time. To characterize HCT-2, the LED was set up 2 is complicated, because of Fhe mflugnce of the mstrume_nt
so that it could be viewed simultaneously by both detectors and "€SPonse and because the relative ordering of the rates associated
the signals were recorded using the digital oscilloscope. We With several processes varies with ressure. A full statistical
assumed that the PDD output signal is proportional to the LED analysis of _the_IRF da_lta using the mechanism described above
emitted light intensity and simulated the measured HCT-2 output Would require fitting eight parameters: []O2*] o, ks, ks, ks,
by convoluting various assumed HCT-2 response functions with ks, ks, and amplitude factoh. Note that the initial concentrations
the measured exponential behavior of the PDD output. of O-atoms and ¢ depend on the amount of {Othat is

By trial-and-error, we found that the HCT-2 instrument Photolyzed and on the following ratio:
response is described with reasonable accuracy by the following .

0] kiakon

function: =122 _pBB 11
O, Kk 2 D

g(t) = Au(t — A,) expl=a’(t — A,)’] (9) o -
whereB; andB; are branching ratios. Least-squares fitting can

whereg(t) is the instrument response functiohjs a propor- find the producB;B,, but not the individual values. Furthermore,
tionality constanta is a parameter describing the time response, note that the relative values kf, andks can be written in terms
A; is a short delay time (0.1js), andu(t — A;) is the unit of branching ratioBs:
step function. This function is merely a convenient empirical
representation of the instrument response; the individual pa- @J: 1— &:1: 1-B (12)
rameters have no particular physical significance. ks ks 5

It is likely that a good representation of the instrument
response could also be constructed from a sum of terms that Both branches of reaction 5 result in formation of(\Q):
consist of an exponential multiplied 4Y, as expected from a  reaction 5b forms €fv) directly and the O-atom formed in
linear circuit analysis, but we did not investigate that possibility. reaction 5a reacts very rapidly (compared to the time constant
A single exponential with a short time delay gives an adequate of reaction 5) via reaction 3 to produces®). Thus, the two
representation, but not as good as that given by eq 9. By varyingbranches of reaction 5 are virtually indistinguishable for the
the LED intensity, we found that the parametern eq 9 present reaction conditions and the IRF data are not expected
decreased systematically by about 25% for initial signal to be sensitive to branching ratios.BThis lack of sensitivity
amplitudes that produced voltage outputs from the matched was confirmed by the experiments, as discussed further below.
preamplifier of 1.4-20 mV. In the Q emission experiments, Least Squares AnalysisThe nonlinear least-squares analyses
the maximum signal amplitudes fell in a much smaller range, reported here were carried out using the Levenbétgrquardt



Kinetics of Vibrationally Excited Ozone J. Phys. Chem. A, Vol. 104, No. 26, 2006223

s — e -
110° — ; S— - /,.
L E 39071 - ‘,f -
4 | = : Lo .
810" - é ¢ 4 o
a . « o o e
8 LR Recombination
— 4 © . ’
- 610" | 2 210" L \[02]x6x10'3“cm5s“
— [ 5 .
= © .
x" 410% - 5 L
2 AR A L A
- g 110™ L7 . 3 /
F B o . .
4 , .o
210 ] _”é , HIM Deactivation
3 et
2 ,
. 4 2] i
0 R R R R SR D A | Lo o 0 A R . S T
. : . g . ; 1 2 2500
010° 210% 410% 6102 8102 110" 1.210" 0 500 1000 500 000 5

O3 Pressure (Torr) O, Pressure  (Torr)

Figure 5. Nonlinear least-squares results that show the effects of

Figure 4. Pseudo-first-order rate constds{ vs ozone partial pressure. correlations. See text for details.

algorithm described by Bevingtdfi.The IRF data shown in  the behavior expected from the two reactions. The fastest
Figure 2 are typical. At every pressure investigated, the IRF pseudo-first-first-order rate constant corresponds to reaction 4
intensity rises very rapidly (with time constant greater than four at pressures lower than about 700 Torr, but, at higher pressures,
times the detector time constant), decays relatively quickly, and the fastest process corresponds to reaction 3: there is a switch

then decays further on a significantly longer time scale. The at~700 Torr in the identity of the process responsible for the
solid lines shown in the flgure are calculated using the rising portion of the experimenta| IRF curves.

parameters corresponding to the minimyfrdescribed below The data points deviate dramatically from the expected
for the total ofall experimental runs. They amotleast-squares  straight lines. The deviations are mostly due to the effects of
fits of these individual experiments taken one at a time. experimental noise, which creates correlations between the rate

A full unconstrained fit of the data did not lead to useful constantg! An important consequence of the deviations of the
results, but we found that the data can be fitted quite accurately,data points from the expected straight lines is that the lower
as in previous work? by neglecting the effects of the detector pranch of data points (Figure 5), which one might associate
time response and adopting an expression consisting of the sunwith reaction 3, follows a curved line. This behavior caused
of three exponential terms, each characterized by a pseudo-first-Shj and Barkéf to conclude erroneously that excited electronic
order rate constark!. The experiments were designed so that states may play a role in the ® O, recombination reaction.
reaction 5 is slower than reactions 3 and 4, and reaction 6 is A more sophisticated statistical analysis is needed in order
almost negligible under all of the conditions investigated. to extract all of the information that can be recovered from the
Therefore, it is easy to identify the slowest decay, characterized experimental data.
by pseudo-first-order rate constakés, with the slowest 22 Analysis. This type of statistical analysis shows explicitly
reactions: reactions 5 and 6. A plot kf vs ozone partial  the correlations among parameters and helps in determining the

pressure for all of the runs is shown in Figure 4. The slope of parameter values and associated uncertaintiesy¥henction
the straight line can be identified with bimolecular rate constant is the same as that used in ordinary least squares:
ks = (2.26 £ 0.04) x 10711 cm?® s™1 and the intercept can be

identified with the average pseudo-first-order rate constant for N[y — P9 2
reaction 6. We did not attempt to extract the bimolecular rate yP = Z - (13)
constant for reaction 6. = g,

The value obtained for rate constakg is in excellent
agreement with literature valug$2*despite the simplicity of ~ where y; and y,®® are the fitted and experimental values,
this analysis. This was possible because the pseudo-first-orderrespectively, of an observable, and is the variance for the
rate constanks' is much slower than both the detector time ith data point, for a total ol data points. In this analysis, the
response and the other two pseudo-first-order rate constants. laverage varianceof) per datum was obtained from the
is not affected significantly by the initial depletion og@om pretrigger data for each experimental run. The pre-trigger data
the photolysis laser, because on the long time scale of reaction(not shown in the figures) comprisee20% of the data set for
5 the depleted ozone has been restored: most of the atomiceach experimental run. Moreover, the noise from the infrared
oxygen produced by the laser pulse has recombined via reactiondetector did not appear to depend on signal amplitude.

3 and the Q(v) has been deactivated. They? analysis was carried out by constructing®surface,

It is not so easy to determine which of the remaining two as follows?*2 The analytical expression obtained for[@)] (eq
pseudo-first-order rate constants should be identified with 7) was used to fit the experimental data. For Agrojection
reaction 3, or with reaction 4. One approach is to express theon the ks,ks) plane ks andks were given assigned values and
fitted reaction rate constants as pseudo-second-order ratehe remaining parameters were then optimized via nonlinear least
constants:k" = k'/[O2]. For the recombination reactioksg' squares of theombineddata set (consisting of all 43 experi-
= ks[O] is directly proportional to [@], whereas for vibrational mental data sets) in order to minimiz&. By varying the
deactivation,ky! = k4 is constant. Therefore, a plot of the assigned values dfs and ks, a 2 surface was constructed:
pseudo-second-order rate constants as functions of pressure i82(ks,ks).
expected to give two straight lines: one that is proportional to A contour plot of y%(ks,ks) is presented in Figure 6 along
oxygen pressure and one that is independent of pre¢saie. with 2 surfaces for some of the other parameter pairs. The
of the experimental data (more than 40 runs) were analyzed incontours are at intervals afy? = 1 and the minimum numerical
this way and the results are shown in Figure 5. The lines show value of ¥2 for each plot is shown in the vicinity of the
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Figure 6. x2 projections for pairs of parameters. See text for details.

minimum. The minimum numerical value gf is expected to  TABLE 1: Summary of Results
be ~2, because two degrees of freedom are fixed in each plot,

while the other degrees of freedom are fitted via nonlinear least parameter values notes references
squared? In each case, the minimum numer!cal valueydfs | x BZZLJ% 0.864 0.13 ae this work
of the correct order, indicating that the estimates dgrare K.k,
reasonable. Representative fits corresponding to the minimum Bz = kadkz 0.8 g 44
in x2(ks,ks) are shown as solid lines in Figure 2. B, = kadke 0.77+0.23 43
The %2 contour plot for the branching ratios shows that any E;,l_crkﬁ”é;ﬁ o1 2:81%%05/_0'13) 2’ b, & fh's work
value ofBs from zero to unity is consistent with the experimental 31034cmfs! 6.0+ 1.1 ace this work
data; other contour plots involvings (not shown) are also kf10-¥cmist  1.240.2 a,de this work
consistent with this conclusion. The lack of sensitivityBipis Ks/lffﬁ cm? Sj 22404 2
because @v) is produced via both channels of reaction 5: gign ﬁ"nz T glgéciobsls b tﬁ?ésw"(v)?ﬁk
reaction 5a yields O-atoms, which react very rapidly via reaction ' ' ' (recommended)

3 to produce @v), and reaction 5b producesy(©) directly. 268% confidence intervab Assuming® B, = 0.91 + 0.03 at 248
The minimum value TOW occurs Wh?re,Bl x By : 0.86 and nm. ¢ For G, as third body{ Measured at 9.6m. ¢ Fromy? projections
Bs = 0.61. The experimental uncertainties associated with these(rigure 6).f From least-squares analysis (Figure4)incertainty was

quantities are obtained from the projections of thg? = 1 not specified.
contour (68% confidence) on the corresponding axis. For
branching ratidBs, the Ay? = 1 contour extends beyorigh = plots and thus it is possible to deduce slightly different values

0 and 1 whenB; x B, = 0.86. Thus we conclude that for the rate constant and associated uncertainties, depending on
experiments are insensitive tBs. When Bs = 0.61, the the choice of the projection. The deduced values for the
projections of theAy?=1 contour give 68% confidence limits parameters are presented in Table 1.

of By x B, =0.73 and 0.99. Thus we conclude tBatx B, = In Figure 6, they? plots show that rate constakg is not
0.86+ 0.13 (68% confidence limits). If we adopt the literature strongly correlated witlks andks, but rate constants; andkg
valueB; = 0.914 0.03 at 248 nm, theB, = 0.95005 ;5 are strongly (anti)correlated with each other. Rate consant
This result is consistent with 0.4 0.23, reported by Lee and  is not strongly correlated with the others because its magnitude
Slanger®® and 0.8, reported by Amimoto and Wiesenfétdyut is much smaller: the time scales are widely separated. This
the uncertainty has been reduced significantly. result is consistent with the high quality of the nonlinear least-

The 2 projection plots for the other parameter pairs were squares fit shown in Figure 4. In fact, we recommend the
analyzed in the manner described in the preceding paragraphsnonlinear least squares resukg = (2.26+ 0.04) x 10~ cm?
Each rate constant can be used in several diffegeptojection s 1. The estimated measurement errors are of the ord&666
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TABLE 2: Additional Parameters Needed for Simulations highly vibrationally excited @Q(v) is deactivated in a sequential
parameter value reference process in which the stretching vibrations, which have similar
o 410 Menst > frequencies, are deactivated at a rate different from that of the
Bs 0.55 this work bending V|brat|or_1. The _models pred|ct that the transition from
K 39x 10 7cnest 2 (010)to (000)isthe final step in the sequence. Rate constant
ks found in the present work is only about half as large as the
and thus the recommended rate constakg is (2.26+ 0.15) known rate constafft® for this final step, showing that the
x 10711 cm? s~ Rate constantks andks are strongly (anti)- global rate is controlled by the whole cascade down the energy

correlated because the corresponding pseudo-first-order ratdadder and not solely by the final step.
constants are of the same order in the experiments and thus the Although we will present only a qualitative description here,
time scales are not widely separated. Indégds greater than ~ We constructet?*’ a detailed model of state-to-state energy
ks in some of the experimental runs, but the opposite is true in transfer in ozone and compared it to the detailed IRF data, such
others (see Figure 5). Even in the presence of only modestas that shown in Figure 2. The model was constructed by using
amounts of experimental noise, the rate constants cannot beSSH(T) theor§® =% in a semiempirical mode. The theoretical
obtained without significant correlation. parameters were adjustéd?in order to force the SSH(T) state-
Simulations of some experiments were carried out to deter- to-state rate constants to match those known from experiment
mine whether the results in Table 1 combined with data from for the lowest vibrational states. The theory was then used to
the literature can accurately describe the experimental IRF data calculate the most important rate constants linking virtually all
The model consisted of the recommended results summarized®f the ozone vibrational states and, to simplify the model, some
in Table 1 and values for several other parameters, as listed inOf the states were grouped. The system of differential equations
Table 2. Note that the results are not sensitive to branching ratioresulting from this model was solved numeric&lysing the
Bs and a value neaBs = 0.7 would give the same results. The Gear algorithm for stiff differential equations in order to
differential equations were solved numerically using the Gear ascertain time-dependent species concentrations. Einstein coef-
algorithm and the results were in good agreement with the ficients for spontaneous emission were estinfdiaad used with
experimental data. We also carried out simulations that included the species concentrations to estimate IRF intensity, which was
additional minor reactions (e.g., ®© Oz, O(D) + O3, Ox(*Ay) convoluted w_|th the instrument response function to simulate
+ Oz, Ox(*Ag) + Oz, Ox(*Ag) + Ox(*Ag)), but the simulations ~ an IRF experiment.
were almost identical with the simpler mechanism. Thus we  The resulting simulations were virtually indistinguishable
conclude that the minor reactions do not contribute significantly from the experimental data, showing that the vibrational
and the analytical model gives an accurate representation ofdeactivation model is at least plausible. Furthermore, the model

the experimental data. reproduced the decay rate associated with reaction 4, even
though the individual state-to-state rate constants are somewhat

Discussion faster. The slower rate is the result of the multiple-step energy
cascade.

The results of the present work described in Table 1 are in
good agreement with previous investigations, which used

different techniques and which usually employed much more adjusted in order to match experiments. Moreover, SSH(T)

) ' Sep ) semiempirical or otherwise, are not known to be reliable. For
the present experimental conditions, enabling us to deduce the

rate constant with high precision. The result is in excellent these reasons, no further details are presented here.
agreement with other studies. Because the time constants fo
reactions 3 and 4 were so similar, the two rate constants
exhibited strong (anti)correlation due to the effects of experi-  The principal conclusion from this work is that the results
mental noise. Nonetheless, the deduced rate constants are igan be explained using a conventional mechanism without the
good agreement with previous results, although the resulting need for invoking excited electronic states of ozone. However,
uncertainties are larger in the present work. The branching ratio excited electronic states of oxygen atoms and oxygen molecules
for reaction 2 was not greatly affected by correlations and it play important roles in the system. Because of this, it was
was possible to determine this quantity more precisely than in possible to obtain with high precision rate constenfor the
previous work. quenching of @*=;") by ozone and branching ratio, Bor the

The good agreement of the present results with previous production of Q(*Z4*) from the quenching of GD) by O..
investigations supports the conventional mechanism that wasRate constants for the @ O, reaction and the deactivation of
used in the analysis. The anomalous pressure dependence aDs(v) were also obtained, but with more uncertainty, due to
reaction 3 reported by Shi and Barkécan now be explained  the effects of experimental noise. It is possible that the noise
as being due to the effects of correlation among rate constants,and slow detector response times are responsible for anomalous
and not as being due to ozone excited electronic states. It isresults reported in other studies.
possible that some of the anomalies reported in other investiga-
tions may have been due to these effects. Acknowledgment. Thanks for funding go to NSF (Atmo-

The new value for branching rat®, = 0.95 (+0.05/0.13) spheric Chemistry Division) and NASA (Upper Atmosphere
may have a significant impact on studies that use airglow in Research Program). Thanks go to Dr. Ralph E. Weston, Jr., and
the atmospheric bands to deducé@)(concentrationg?23This Brookhaven National Laboratory for the lending us the infrared
value is not significantly different from unity and it indicates detector we designated as HCT-2. We also thank Prof. Stanley
that reaction 2a is strongly favored, compared to reaction 2b. J. Jacobs for helpful discussions. J.R.B. thanks Prof. William

Reaction 4 summarizes a complicated process, which has beerh.. Hase and the Chemistry Department at Wayne State
modeled by several groupk.1330.3845The models indicate that ~ University for their hospitality during a sabbatical visit.

Although this model is plausible, it is not unique, because
there are several ways that the theoretical parameters can be

r .
Conclusions
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